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ABSTRACT

Essay Scoring System provides a systematic checking of essay based on the similarity of its meaning to the model as implied on the content. This study automatically score essays and give feedback to the students about their score. Besides, the system uses algorithms that analyse the lexical semantics of the words to get the similarity between the model and student essay which includes the Common Term Frequency (CTF), Longest Common Subsequence (LCS), and Semantic Distance (SD). The two essay will undergo the Text Processing Phase which includes the process of Tokenization, Stop words removal, Stemming and Parts-of-Speech (POS) tagging. It uses the WorldNet database for word synonymy and semantic references. Word Sense Disambiguation is also implemented in the study to identify the meaning of the word used in the context and also to solve the ambiguity of meaning particularly on homonyms. The scoring follows the predefined criteria for content relevance, spelling, and grammar. Furthermore, the study conducted tests to the actual users of the system including teachers. Based on these tests, the computed percentage differences between the teacher and the system score is 18.03% with an accuracy of 82.18%. The accuracy shows a close similarity of the system’s score to the teachers’ given score to the essays. Developing the system faces a challenge in the implementation of the semantic algorithms. Since the
study is more capable of evaluating semantic similarity based on word occurrences, it is best to further the system’s capability of checking the semantic similarity based on the context of the essay.
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INTRODUCTION

Scoring of essay exam takes considerably more time especially for large classes and may result from inconsistency across student responses. Scores might be calibrated and analyzed with subjectivity depending on the several interacting factors that may influence the teacher during an assessment.

Numerous researchers assert that the subjective way of essay evaluation leads to variation in grades awarded by different human assessors, which can be analyzed by students as the main root of unfairness (Ade-Ibijola, Wakama, & Amadi, 2012). Computerized scoring can give potential solutions to some of the common shortcomings or issues concerning human essay scoring. Through computer-based scoring of essays which involve the significant accumulation of quantifiable content elements with a specific end goal to assess the nature of an essay can help assessors to ease the process of checking (Zhang, 2013).

Several studies about essay scoring have been conducted to contribute breakthrough, particularly in education. Most of these are using semantic similarity methods to assess the context similarity of essays. In the study of automatic essay grading by Omran and Aziz, it utilizes three algorithms combined in matching phase namely Common Words, Longest Common Subsequence, and Semantic Distance to yield a more efficient result. It uses only synonyms to generate alternative answers of the essay Omran & Ab Aziz, 2013). However, it does not emphasize the meaning of the essay since the computation for semantic distance is not identifying the meaning but based only on the counting of characters and words occurrences that exist in both essays. Further, it does not identify the sense of the word as it is used in the essay taking consideration of how it is used in the context. Besides, it does not integrate the criteria for spelling and grammar checking in scoring.

To address such gaps, the study aims to develop an essay scoring system using semantic similarity approaches which automate the checking of classroom essays and will eliminate subjectivity upon scoring influenced by human scoring. Compare to other research; this study will follow predefined criteria for grammar and spelling...
correctness to check for the structure of the essay as well as the relevance of the content to the topic asked. Besides, it will implement hybrid algorithms for semantic similarity which include word sense disambiguation to identify the sense of every word as used in the essay, semantic distance which utilizes the Wordnet to extract similar words for computations, synonym extraction for generated model essay, antonyms to replace word with negative phrases to retain the consistency in meaning, longest common subsequence and common term frequency to give a score more comparable to human.

**FRAMEWORK**

**Text Processing Algorithms**

Text processing includes tokenization, stop words removal, stemming and Parts-of-speech tagging. The following shows the algorithm processes.

In this process of tokenization, text sequences are chopped and converted into tokens. The process removes the whitespaces and other punctuations such as {((|t|)();. |) from the text. Tokens are used for processing string serve as an instance to a particular sequence of characters. These tokens are considered as the semantic unit for processing being grouped. Stop words are most frequently words occur in text and speech. These terms are generic that they have less importance in their meaning. It includes auxiliary verbs and prepositions such as if, as, the, to, at, an, a, what, where, that, on, of and much more (Slimani, 2013; Hussain, 2012). During the stemming process, words will be converted to its canonical word removing all prefixes and suffixes (Jivani, (2011; Jenkins & Smith, 2005). For example, the words nation, nations, nationality and national will have a stem word nation, which determines the similarity of same words with similar meaning but constructed differently using prefixes or suffixes (Moral, de Antonio, Imbert, & Ramírez, 2014). Part-of-speech (POS) tagging is concerned with analysing text and assigning different grammatical roles to each entity (Toutanova, Klein, Manning, & Singer, 2003). It is used to assign grammatical roles as parts of speech such as nouns, verbs, adjectives, adverbs, etc.

**Semantic Similarity Algorithms**

Semantic similarity algorithms include the Word Sense Disambiguation, Synonym Extractions, Common Words, Longest Common Subsequence, and Semantic distance.

**Word Sense Disambiguation**

It is a process which selects the appropriate meaning (sense) to a given the word in a text where this meaning is distinguishable from other senses potentially attributable to that word (Kolte & Bhirud, 2009; Bakx, Villodre, & Claramunt, 2006). These senses are the target labels of a classification problem. This algorithm distinguishes and removes the ambiguity of the words used in a concept (Dong, Wang, & Liang, 2015). Using WordNet, words are classified with glosses that identify the senses of a word
according to its parts of speech resulted from POS tagging. The gloss that is, a textual definition of the synset possibly with a set of usage examples (e.g., the gloss of car1 n is “a 4-wheeled vehicle; uses an engine for internal combustion; ‘he needs a car to get to work’ “). It governs the process of identifying the sense of a word (i.e., meaning) as used in a sentence especially when the word has multiple meanings (polysemy) (Banea & Mihalcea, 2011).

**Synonym Extractions**

Synonyms are words which are related in meaning (Henriksson et al., 2012). The extraction of synonyms is one of the possible applications in areas of Semantic Web. This is used for query and ontology matching wherein it can be useful in getting the words meaning. Synonym extractions first approach for retrieval is using the dictionaries such as WordNet and Wiktionary (Pearce, 2001). WordNet is a well-established English lexical database that provides meaning and synonyms of a term in different contexts (Montoyo, Suárez, Rigau, & Palomar, 2005). The structure of WordNet is mainly based on the synonym relationship between words (Sun, Huang, & Liu, 2011). These synonyms are grouped into sets called Synsets formed by words that (i) have the same meaning, and (ii) are interchangeable in different contexts. Presently, WordNet contains more than 110,000 Synsets (Lombardi & Marani, 2015).

**Common Words (COW)**

The algorithm counts the matching words in both answers (the student answer and the generated model answer) where the algorithm works word by word, to determine the number of words that exist in both essays (Omran & Ab Aziz, 2013).

**Longest Common Subsequence (LCS)**

The algorithm finds the consecutive longest common subsequence of words over the model answers and the student answer. It measures the overlapping consecutive characters presents in a two string. There is the fact that a phrase that is an N-consecutive word is less occurring than an N-non-consecutive word (Macula, Schliep, Bishop, & Renz, 2008). In other words, the longest ones are used less while the shortest is used more. Given an example sequences below for X, Y, and Z:


The LCS result is same in both cases (X and Y, X and Z): LCS is “A B C D” and score is the LCS length of 4. It does not differentiate the consecutive relation of their sequence. In this case, Y would be a better choice than Z because it has shared a more consecutive sequence with X. String C is the longest common subsequence (abbreviated LCS) of string A and B if C is a common subsequence of A and B of maximal length,
i.e., there is no common subsequence of A and B that has greater length (Hirschberg, 1977).

**Semantic Distance (SD)**

Semantic distance is an algorithm used to measure how close or distant the meaning of two units of language is (Budanitsky & Hirst, 2001). The units of language may refer to be phrases, words, sentences, paragraphs, or documents. For example, the nouns dance and choreography are closer regarding their meaning than the nouns clown and building. These units of language, particularly words, may have more than one possible meaning. However, their context may be used to determine the intended senses. For example, a star can mean both a celestial body and a CELEBRITY; however, star, as used in the sentence below, will refer only to the celestial body and is much closer to the sun than to famous: (1) Stars are powered by nuclear fusion to shine brightly in the sky at night.

Semantic distance is of two kind's namely semantic similarity and semantic relatedness. Semantic similarity is a subset or an instance of semantic relatedness, but it can be used differently in a certain context (Budanitsky & Hirst, 2001). Two concepts are determined to be semantically similar if there is hyponymy (hyponymy), antonymy, or troponymy relation between them (Mohammad, 2008).

**WordNet**

WordNet is a large lexical database that contains the words of the English language. It resembles the characteristics of a thesaurus in that it structures different words that have a similar meaning. It also specifies connections for each of the senses of a given the word (Pedersen, Patwardhan, & Michelizzi, 2004). These connections place words that are semantically related to one another in a semantic network. WordNet is like a dictionary since it describes the definition of words and the corresponding part-of-speech (Miller, 1995).

Synonym relation grouped the primary connection between words, which means that words which are conceptually equivalent, and thus interchangeable in most contexts. These groupings are called synsets which consist of a definition and relations to the other synset (Miller, 1995). A word can be a part of more than one synset, depending on the meaning it bears since it can take more than one meaning. WordNet has a total of 117 000 synsets, which are linked together.

**Hypernyms and Hyponyms**

Using the Wordnet database, words which are classified as synsets are retrieved and compared to compute the similarity regarding their meaning as used in the essay. Each synset has a set of glosses that defines the meaning of each sense in the repository. To measure the semantic similarity between the two synsets, we use hyponym/hypernym (or is-a relations). Hypernym relations refers to the generic term used to designate a class
of specific instances A is a hypernym of B if B is a (kind of) A. In other words, these are synsets that are more general just like for example the word ‘vehicle’ will be a hypernym of the car or auto since vehicle is considered as the parent of the two synsets. Hyponyms, on the other hand, are the specific term used to designate a specific member of a class. A is considered as a hyponym of B if A is a (kind of) B. These are synsets that are more specific just like car and auto are hyponyms of a vehicle. Hyponyms determined an “is-a” relationship to their hypernyms (Miller, 1995).

Each synset in Wordnet has a connecting hypernym and hyponyms that has semantic relations that will form a tree structure. This tree structure consists of connecting nodes represented by synsets. The hypernyms will serve as the parent nodes while the hyponyms will form into the child nodes of the hypernyms. Given a tree structure below shows the example of hypernym relations as retrieved from Wordnet (Ferlež, & Gams, 2004).

![Hypernym tree structure](image.png)

Figure 1: Hypernym of computer

Figure 1 shows the graphical representation of how the hypernym relations in Wordnet is organized. The highlighted nodes are the hypernyms of the synset *computer*. The synset *machine* is the parent of *computer, calculator*, and *printer* while the *device* is also the hypernym of *machine* and *instrument* to the *device*. Every hypernym is considered as a parent node to every other synset.
Figure 2: Hyponyms of computer

Figure 2 shows the graphical representation of hyponyms for the synset *machine* which includes the synsets *computer*, *calculator* and *printer* as shown in the highlighted nodes. These hyponyms will serve as the child nodes to a hypernym, and in the first level, *calculator* and *printer* are the siblings of the computer. While *machine* and *adapter* are hyponyms of *device* as to *device* and *hardware* are also the hyponyms of the *instrument*.

**Path-Based Measure of Similarity**

Path-based measures are a way of measuring the similarity of text which is calculated as the length of the shortest path between two concepts that connects the concepts through their least common subsumer (LCS). The LCS is the most specific ancestor shared by two concepts. The length is calculated by counting the number of nodes between the two concepts. The lcs-path measure is a modification of this and is calculated as the reciprocal of the length of the shortest path which is shown in the equation below (McInnes, Pedersen, Liu, Melton, & Pakhomov, 2014).

\[ sim_{path}(c1, c2) = \frac{1}{\text{minpath}(c1, c2)} \]

Where \(c1\) and \(c2\) are concepts being paired and is the minimum path between the two concepts through node count.

**Node Counting**

This is the method of counting the number of nodes between two concepts or words in the tree structure from hypernym and hyponym connections. The count of the node will start from the node of \(c1\) or the first word incrementing by 1 until the node
of the c2 or the second word following the edges that connect those (Ferlež & Gams, 2004). The example tree below shows how the node counting is performed.

Figure 3: Node counting from computer to adapter

Figure 3 shows the process of counting nodes from computer to the adapter. It shows that synset computer to adapter has a node count of 4. The count started from the word computer following the edge that connects to its parent node and iterating to find the second word.

Figure 4: Node counting for synsets data and information

Figure 4 shows another instance of node counting in which both words belong to the same synset, for this case both will be on the same node. Words of the same synset or node imply synonymy which means that the two words have similarity in meaning. Therefore, the node count will be equal to 1 because they belong only to the same node.
OBJECTIVES OF THE STUDY

This study aims to build an essay scoring system that allows students to take an essay-type examination and automatically provide the score. Specifically, it aims to:
1. Perform text processing methods to prepare a data set.
2. Formulate a scoring mechanism for essay based on predefined criteria.

METHODOLOGY

Model and Student Essay
The model and student essay are the primary data inputted to the scoring system where scores are mainly computed from. Model essay refers to the predefined answer set and inputted by the teacher during the adding of a new essay question. It is where the accuracy of the student answer will be based. On the other hand, student essay refers to the student answer or response to the essay questions. It is inputted by the student while taking the essay examination.

Text Processing Methods
Text processing involves the process of tokenization, stop words removal, stemming and Parts-of-speech tagging. Both model and student essays undergo the above processes to prepare the data for semantic similarity methods.

The inputted model and student essay as shown below will undergo the text processing methods as discussed below.

<table>
<thead>
<tr>
<th>Student Essay</th>
<th>Model Essay</th>
</tr>
</thead>
<tbody>
<tr>
<td>A/DT machine/NN used/VBD to/TO calculate/VB and/CC prcess/NN data/NN.</td>
<td>A/DT computer/NN is/VBZ used/VBD to/TO give/VB information/NN.</td>
</tr>
</tbody>
</table>

POS Tagging
Student essay will undergo POS tagging for grammar checking to identify the parts of speech in the essay while model essay uses this method as to prepare for Word Sense Disambiguation process. The example below shows the POS tagging for model and student essay.

The process uses the Brill Tagger class to assign the appropriate parts of speech of the word identified.

Tokenization
Both model and student essay will undergo the process of tokenization. This is done to remove those unnecessary symbols which do not contribute to the meaning of the essay. Table 11 shows the tokenization process for both model and student essay.
Stop Words Removal

After tokenization, stop words are identified and removed to retain only those important words needs during comparison for semantic similarity. Both model and student essay will undergo this process.

During this phase, stop words are identified and removed from the student and model essay. Stop words are identified by comparing the word to the list of stop words stored in the database. After identification, it will then removes and retain the important words. Given the above example, student essay has stop words: a, used, to, and while model essay are: is, a, used, and to.

Stemming

This process is useful in matching words syntactically because it will result in higher similarity count due to its simplified form. The result of the stemming process for student and model essay where the word computer is stemmed into computer and information into inform.

Alternative Model Essays

The model essay is the predefined answer by the teacher where the students answer be compared for scoring. It refers to the base idea or thought of the essay topic given by the teacher. Every student essay must be closer to the invoked sense or meaning of the model essay to get a higher score. Comparing student essay to model essay alone set by the teacher would be the direct way of getting the semantic similarity between the two essays. However, the process of analysis would be limited only to the exact words used in both essays. Thus, generating alternative model essays extracted from synonyms or antonyms will give an additional measure of similarity because it will maximize the possibility of using synonymous words in the essay.

Generating alternative model essays is done upon adding a new essay question. Model essay will undergo text processing methods to prepare the data set. Moreover, it will undergo the process of disambiguation using Word Sense Disambiguation (WSD) before getting the synonyms of every word as alternative model essays.

Word Sense Disambiguation (WSD) Process

This is the process of disambiguating every word in the model essay to get the sense of this word as it is used in the context. This is done prior to the generation of the alternative model essay to get the sense of every word used in the essay.

Given the example, the word computer stemmed as to compute the following glosses or senses:

1. the procedure of calculating; determining something by mathematical or logical methods
2. a machine for performing calculations automatically
3. problem-solving that involves numbers or quantities
4. the branch of engineering science that studies (with the aid of computers) computable processes and structures
5. an expert at calculation (or at operating calculating machines)
6. make a mathematical calculation or computation
7. may be computed or estimated; “a calculable risk”; “computable odds”; “estimable assets”
8. of or involving computation or computers; “computational linguistics.”

Given the above senses, the algorithm will perform comparisons to all the glosses of all the words, the highest count of overlapping words will determine the final sense of the word. Each sense are compared to count the word overlapped as shown on the following equation:

\[
Score_{gloss} = \sum_{i=1}^{n} Word_{overlapped}(Gloss_{target\_synset}, \bigcup \text{Gloss}_{\text{synsets}\text{--\text{target\_synset}}})
\]

where \(Gloss_{target\_synset}\) refers to the gloss of the synset being compared while \(\bigcup \text{Gloss}_{\text{synsets}\text{--\text{target\_synset}}}\) is the union of all the glosses of other synsets except for the target synset ready for comparison. The \(\text{Overlapped}\) refers to the function that will count the overlapping or matching words during the comparison of glosses. This function will continue until all words per glosses will be compared. To get for the sense of each word, the following equation is used:

\[
\text{Sense}_{word} = \text{Max}(\text{Score}_{gloss_1}, \text{Score}_{gloss_2}, \text{Score}_{gloss_n})
\]

where the maximum value of the score per glosses will be extracted as the final sense of the target word.

Each gloss will be tokenized to compare each word to other glosses. Comparison of all the words in the essay will continue until all words are compared and counted the overlapping words occur in each gloss. As the loop ends, the program will get the gloss with the highest value of counts and declared it as the final sense of the word.

From the above senses, as cited in the example of computer, the final sense of the word computer is “a machine for performing calculations automatically.”

**Synonym and Antonym Extraction**

Synonyms are extracted from the WordNet synsets after the appropriate sense of the word is identified. The set of synonyms are classified according to the sense of every word in which it is linked to its corresponding synonymous terms in database. Based on the synonyms above in every word, it will generate an alternative essay such as computer, distinguished, invention, modern and engineering. Another alternative model essay would be computing machine, eminent, innovation, modern and engineering science and so on.
Additionally, antonyms are also extracted if there are negative phrases found before or after the word such as not, no, don’t, never, nothing and so on and remove the negating word which is also considered as stop words which normally be removed during text processing. However, before removing this as stop words, after tokenization process words with negative phrases are identified and replaced by its corresponding antonyms instead of synonyms to maintain the consistency of the meaning of the phrase or context. Example the phrase not beautiful may similar to ugly than to beautiful when not is removed during stop words removal.

Given the synonyms or antonyms extracted for every word in the model essay, it will replace the original word and will generate another model essays as an alternative.

**Criteria and Algorithm Weights**

Weights are necessary for the study because it maintains the balance of importance between the resulted scores of the algorithms. It helps to level priorities accordingly in scoring wherein it takes a higher weight to the algorithm result which is believed to contribute higher value in the final score. Scores are computed based on the standard weights defined for each criterion in essay checking.

The researcher has set defined weight distribution for the different criteria since no study that cited the appropriate weight distribution for similarity algorithms and the criteria for grammar and spelling. Semantic similarity algorithms have a weight distribution of 20% for CTF, 20% for LCS and 60% for SD. This weight distribution offers the best balance for the three algorithms wherein SD has an above 50% compares to the other algorithms. These given weights are customizable in the administrator account for the possibility of updates. Moreover, the weight distribution for spelling and grammar is both 15% to give the best balance of importance for both grammaticality and spelling. This weight is set as the maximum, the teacher could still customize the weight within the given range. These weights are based on the presumptions taken from the experts and the formulated weights of the researcher and are experimented using the scoring system.

**Semantic Similarity Algorithms**

Algorithms for measuring semantic relations include Common Term Frequency (CTF), Longest Common Subsequence (LCS) and Semantic Distance (SD). The mentioned algorithms have its corresponding weight in computing similarity. The result of the computation will be the score for content relevance criteria of the essay.

**Common Term Frequency**

The algorithm checks the matching words from the student essay with the model and the generated model answers. It will only count the matching non-repeating words for every essay being compared. It works by comparing the student essay to model essay and counting the words common to both essays. These words must be the same string.
The repetition of these strings in the essay is counted only once. Given is an example below:

*Student Essay:* Computer is used to calculate numbers.

*Model Essay:* Machines make work easier. Computers are considered machines. This machine computer is used to calculate.

The above example shows that in the model essay, the word *computer* matches with the student essay and it appears twice thus it is counted only once to avoid a higher score for answers with repeating words. Another word *calculate* match with student essay with a total count of 2 over the total number of words in the model essay. The possibility of matching exact words between essays is low and it is rare to happen to the majority of word occurrences. Common Term frequency will be computed as follows:

\[
CTF_{\text{essay}} = \frac{\text{match}_{\text{word count}}}{\text{total}_{\text{words model}}}
\]

where \( \text{match}_{\text{word count}} \) refers to the number of distinct words that matches between two essays and \( \text{total}_{\text{words model}} \) is the total number of words present in the model essay that is used during the comparison.

The matching will continue to all generated model essays and the result with the highest CTF value is considered as the final CTF.

**Longest Common Subsequence**

The algorithm identifies the longest common substring or the consecutive characters that match between student essay with the model essay and generated models. The count is not limited to a single word only but could be extended as a whole sentence or even a paragraph. It will get the exact matching string between the two essays. Example, the given the student and model essay respectively.

*Student Essay:* Nature is God’s creations and gift to everyone.

*Model Essay:* God’s creation is a gift to everyone.

Based on the above example, the longest common substring between the two essays is *God’s creation* because it overlaps in both essays. Although there are other words that matches but the algorithm selects the longest substring. Thus, the count for the longest substring is 12 ignoring the apostrophe and whitespace which can be removed during the tokenization process. The matching will continue until all generated models are matched to student essays. The LCS with the highest value will be the final LCS. Longest Common Subsequence is computed as follows:

\[
LCS_{\text{essay}} = \frac{\text{longest}_{\text{characters count}}}{\text{total}_{\text{characters model}}}
\]
Where $\text{longest}_{\text{characters}}$ refers to the character count of the longest matching substring between two essays while $\text{total}_{\text{characters}}$ refers to the total number of characters present in the model essay.

**Semantic Distance**

The algorithm measures how the two essays are similar or distant regarding their meaning despite having different words used in the essay. Semantic distance holds between lexical items having a similar meaning. This will emphasize the concept of the semantic similarity between words and the essay in general.

It compares each word in the model essay to every word in the student essay forming into pairs and getting the computed semantic distance of that pairs. Computation of the semantic distance per word pairs is the prior process before calculating the similarity of the two essays in general. How the computation process is done will be discussed thoroughly in the next paragraphs. Thus, the semantic distance is computed in two phases, semantic distance between words and between essays.

A. **Semantic Distance between Words**

This is the prior process in the computation of the semantic distance between essays because the resulted semantic distance between words will be the basis upon comparing each word in the essay. In this process, the pair of words that are semantically similar is defined with its corresponding distance value that determines how the two words are similar in terms of their meaning. This algorithm utilizes the words in the Wordnet database wherein each word will be paired with its similar words based on the hypernym and hyponym relations.

Each pair will be measured in its semantic distance depending on the count of the connecting nodes between them. This is called the path similarity, and it is equal to $d$. It ranges from 0.0 (least similar) to 1.0 (identical).

The computation of the semantic distance between words is achieved by implementing the following important processes or steps:

1. **Querying hypernyms and hyponyms from Wordnet**

   This is the process of extracting the hypernyms and the hyponyms of every word which identifies similarity to the target word. These two relations are important in identifying the similarity of words in terms of their connections as presented in Wordnet. Each relation is stored in separate tables in Wordnet. Every synset is linked to its corresponding hypernyms and hyponyms as represented by its synset_id which can be formed into a tree-like structure linking node of concepts to other concepts. Thus, Figure 36 shows the snippet query of getting the values for hypernyms of the target word.
The query will get all the hypernyms which represent the parents of the target word forming into hierarchy ending to the root node of the tree which is the last hypernym value. Using the word *computer* as an example, the query will retrieve the *machine* as the parent node of the *computer*, while the *device* is also the parent of *machine*, and *instrument* is the parent of the *device*. This result shows a relation between words such as the *computer* is a kind of *machine* as well as the *machine* is a *device* and so on. On the other hand, the hyponyms of each hypernym will be queried as follows from the hyponym table in Wordnet. The resulted hyponyms served as the children of each hypernym. Every hyponym in every level of the tree hierarchy is considered siblings.

Given the example, as discussed previously, hyponyms retrieve for the synset *machine* and at same time siblings of the *computer* are the synset *calculator* and *printer* as part of it. For the synset *device*, it retrieved hyponyms *machine* and *adapter* while the *instrument* is *device* and *hardware* respectively.

The more specific processes in querying these relations will be discussed thoroughly in the next process.

2. **Identifying and Linking Nodes**

This is the process of identifying the hypernyms and hyponyms to be linked to a given word which can be the linking nodes in the tree structure. These relations are connected based on its given synset_id per synset/word. It is the reference value to each relation that links to every other synset. Identifying the synsets that links to a specific word in the tree hierarchy is a bit tricky and requires a focus tracing. This process will utilize the three important relations in Wordnet namely synsets, hypernyms and hyponyms. To understand the whole process fully, the following sub-processes are executed.

2.1 **Querying the target word**

This process needs to query the target word to get the available senses of that word which serves as the starting point for all processes. Every sense of the word will determine how the word will be used or mean. The resulting synset_id from the query has its corresponding linked hypernyms and hyponyms that will be used later in the next processes.

The synset *computer* has two senses represented by the synset_id 102971359 and 109257296. These synset_d will be the starting reference value in querying the hypernyms and hyponyms of the target word iterating until the root node will be identified. Each of the senses has a different link of synsets that can be formed into a different tree hierarchy.

2.2. **Querying the hypernyms of the target word**

This process will retrieve the hypernyms that link in each sense of the target word. To show the process, it uses the sense 102971359 as an example based on the previous query.
The column `synset_id_2` represents the hypernym of the `synset_id` in the first column. Since `synset_id 103561924` is the first resulting hypernym of the query, it is considered as the parent node of the synset `102971359`. Since the hypernym values show only the `synset_id`, by querying the value from synset table as what is done from the previous process, it shows that `synset_id 103561924` is `machine`, thus the hypernym of `computer` is `machine` as shown in the resultset. From this point, the process will still iterate continuing the query from the `synset_id 103561924` to get also its parent node until it reaches the last resulting hypernym value which is considered as the root node of the tree.

2.3 Querying the hyponyms of the target word

This process will retrieve the linking hyponyms in each sense of the target word. The resulting hyponyms will serve as the child nodes of the hypernym as queried from the previous process. Upon the hypernym is identified, it will automatically find all the hyponyms linking to it as its child nodes in the tree structure.

To check for the hyponyms of the synset `machine`, it is queried in the hyponym table as shown in the resultset. It had 42 hyponyms and shown as highlighted in the word `computer` which means that it is one of the hyponyms as expected. These hyponyms will be the child nodes of synset `machine` in the tree hierarchy, and the first level serves as the siblings of the synset `computer`.

After understanding the above discussions, the tree structure will partially be in the first hierarchy. The tree structure shows only some of the hyponyms for graphical representation, but the actual resultset is 42 rows with `computer 102971359, ATM 102870954, calculator 102834550, decoder 103054310, printer 103853110` and `motor 103647935` as part of it.

![Figure 5: Tree structure showing the first level hierarchy](image)

To add the next higher level, the algorithm must know again the hypernym of the `machine` through its `synset_id` to connect as the parent node through following the repetitive processes discussed above.

This is the continuation from above process wherein it shows that `synset 103561924` has a hypernym or parent node of `synset 103068033` which is referring to synset `device`
with 119 fetched hyponyms including the synset *machine* as expected. The same repetitive process will be done until the root node is identified.

3. **Counting the Path Node**

The process will count the number of nodes linking the path between the two words. This count will be used in the formula for getting the semantic distance. The synset *computer* to *adapter* has a node count of 4. The count started from the word *computer* and it follows three edges that connect four nodes including the word *adapter* passing through the parent of *computer*. Since the *machine* is the parent node of the *computer*, then the node count between the two synsets is 2 because there is only one edge that connects them.

The synset *computer* and *printer* are both hyponyms of *machine*. Therefore, both are of the same parent and level. Thus, the node count between the two synsets is 3 because starting from the word *computer*, it passes one node which is the parent node *machine* going down to the edge that connects *machine*, and *printer* since the *printer* is a child node of *machine*. Therefore, it passes only 3 nodes which include a *computer*, *machine* and *printer*.

Since synset *computer* and *calculator* are both hyponyms of machines and like a *printer*, both shares the same parent. Therefore, there are only two edges that connect the two synsets with their parent which also yield to node count of 3. The synset *computer* and *instrument* has a node count of 4 because there are 4 connecting nodes starting from the node *computer*, passing through *machine* and *device* until to the node *instrument* that passes along the hyponyms path of the computer.

Besides, synset *data* and *information* resulted from the query are belong to the same node. Therefore, the node count will be equal to 1 because no edge that separates them rather the words are in the same node. This instance will happen when a certain synset will retrieve more than one word during the query like for the given example below. The words with the same synset_id belong to the same synset which also means that they are synonyms and both in the same node in the tree structure. The words *data* and *information* has both synset_id of 107949563 that identifies them in the same node.

4. **Computation of Semantic Distance**

This process will compute the semantic distance between a pair of words based on the count of nodes resulted from the previous process. It will compute the semantic similarity of two words using the path similarity measures which is represented by the equation below.

\[
SD(\text{synset}_1, \text{synset}_2) = \frac{1}{\text{node distance}(\text{synset}_1, \text{synset}_2)}
\]

Where is the path length from *synset*1 to *synset*2 using node counting. Based on the example, the semantic distance for synset *computer* and *machine* is \(\frac{1}{2}\) or 0.5 similarity.
On the other hand, the word *computer* and *calculator* have a count of 3 nodes which also yield to 1/3 or 0.33 similarities. The synset *computer* and *instrument* has a node count of 4 which also results to 1/4 or 0.25. The synset *calculates* and *computes* are of the same synset thus the similarity between the two is 1/1 or 1. The similarity for *data* and *information* is also 1/1 or 1 since the two are of the same synset. Lastly, the synset *gave* and *calculate* node count of 3 which yields to 1/3 or 0.33 similarities.

5. Generating and Storing Semantic Distance of Word Pairs

This is the process of deployment which is necessary before the computation of the semantic distance for the whole essay. It is where the word pair semantic distance value is retrieved during the comparisons for two essays. It will generate all the computed semantic distance of word pairs based on the above computations discussed from previous processes and stores this in a separate table in the database that serves now as the reference or lookup for other computations. As a result of deployment of the process, the table now contains more than 5 million of similar words in pairs with a corresponding semantic distance computation in each pair.

This collection will be used in the computation of semantic distance in the essay as the final process.

B. Semantic Distance between Essays

After generating computed semantic distance between word pairs as discussed from previous sections, the computation of similarity between essays will follow. This process will use the stored calculated distances between word pairs in the comparison of the two essays. Each word in the model essay will be compared to every word in the student essay forming into a pair of words to get the average similarity for the two compared essays. Every pair of words will be compared to the stored pair in the database for the semantic distance value, in the case that the pair does not exist in the database; it means that the two words have no similarity in meaning. The algorithm will compute the average semantic distance of all the word pairs with a semantic distance value taken from the database which is represented by the following equation.

$$\text{average}_{\text{distance}} = \frac{\text{total}_{\text{distance pair}}}{\text{word pair count}}$$

where $\text{total}_{\text{distance pair}}$ is the summation of all the computed semantic distance in all word pairs and $\text{word pair count}$ is the total word pairs. To check the percentage occurrence of similar words between essays, the following equation is used

$$\text{occurrence}_{\text{percentage}} = \frac{\text{word count}_{\text{model}}}{\text{total words}_{\text{model}}}$$

where $\text{word count}_{\text{model}}$ refers to the word count with an existing semantic value as compared to the database after pairing to student essay while $\text{total words}_{\text{model}}$ refers to
the total number of words used in the model essay.

The occurrence percentage is considered in the computation to check the number of words in the model essay with a semantic value existing after pairing to the student essay. It is necessary to maintain fairness in scoring. For instance, the model essay has 5 words and upon pairing, there are 1 out of 5 words having a semantic distance value and it is 1 that may result in an average of 1 which is unfair for those with a count of 4 out of 5 with lower semantic distances. Though it is lower in average, it also means that the essay with a higher number is using words more similar to the other that's why it is given weight in computation.

The average between the above percentage and average distance will be the semantic distance between the two essays compared.

Based on the above computations, the semantic distance between the two essays will be computed as follows:

\[ SD_{\text{essay}} = \frac{\text{occurrence}_{\text{percentage}} + \text{average}_{\text{distance}}}{2} \]

**Grammar and Spelling Checking**

Checking both the grammar and spelling in the student essay plays an important criterion in evaluating the structure, grammaticality, and style of writing.

**Spelling Checker**

Spelling checks the correctness of form and combination of letters used in a word. It signifies the meaning of the word itself. Thus, misspelled word will change the thought being conveyed in the sentence or the whole essay. Spelling checking is done by comparing each word in the essay to the collection of words in the database. Every word which does not match is considered misspelled. Proper Nouns must start in uppercase. The spell checker is not autocorrected. This student essay must be sensitive to the word being typed. Based on the example student answer below the highlighted word signifies wrong in spelling.

Errors in spelling are counted and be divided into the total words of the essay. The result will then be multiplied to the points allocated for spelling which is equivalent to the percentage set by the teacher upon adding a new essay. The computation is as follows:

\[ SC = \frac{\text{total}_{\text{words}} - \text{error}_{\text{count}}}{\text{total}_{\text{words}}} \times \text{spelling}_{\text{points}} \]

Where is \text{spelling}_{\text{points}} the weighted maximum score for spelling? Given an example as identified spelling error which is 1, will be computed as follows:

\[ SC = \left( \frac{8 - 1}{8} \right) \times 2.25 = 1.96875 \]
Where 1.96875 is the percentage score of the total score set by the teacher with the percentage weight of the spelling? In this case, the teacher set a total score to 15 and allocating 15% to it for spelling. It is derived by multiplying the score percentage allocated to spelling to the total essay score both set by the teacher which are computed as follows:

\[ spelling_{\text{points}} = total_{\text{essay score}} \times spelling_{\text{percentage}} \]

The result for spelling will be added to the resulted score for grammar and relevance.

**Grammar Checker**

Without good grammar, clear communication and writing are nearly impossible. Proper grammar keeps essay from being misunderstood while expressing the thoughts and ideas that the essay wants to convey. Grammar has rules that must be followed to be consistent with the thoughts expressed in the student answer. Some of these are the proper use of punctuations, capitalizations and subject-verb agreement and some other special cases like the use of *an* or *a*. The algorithm used for grammar checking followed proper precedence of words as organized and identified according to each part of speech. It uses the process of POS tagging for assigning tags to each word. After tags are assigned, grammar is checked by defining some important rules of precedence of what comes before or after specific parts of speech. Example, preposition like *about*, *for*, *in*, *from* and much more are words used to link nouns, pronouns, or phrases to other words in a sentence. Prepositions are usually short words, and they are normally placed directly in front of nouns. In some cases, you'll find prepositions in front of gerund verbs. Personal pronouns like *she*, *he*, *they* are a pronoun that is associated primarily with a particular person, in the grammatical sense. These pronouns can usually follow a verb, adjective and placed after any prepositions. The student answer below is shown with POS tags.

Not conforming to these basic rules will count an error for grammar. Grammar checking is computed as follows:

\[ GC = \left( \frac{total_{\text{words}} - error_{\text{count}}}{total_{\text{words}}} \right) \times grammar_{\text{points}} \]

Where \( total_{\text{words}} \) refers to the number of words in the essay while \( error_{\text{count}} \) is the total errors identified in grammar. Further, \( grammar_{\text{percentage}} \) is the weighted score resulted from multiplying the percentage set by the teacher for grammar and the total essay score as computed below:

\[ grammar_{\text{points}} = total_{\text{essay score}} \times grammar_{\text{percentage}} \]
Same with spelling, the resulted score for grammar will be added to spelling and relevance weighted score. In the example of the student essay, it shows that there is no identified error in grammar with \( error_{count} \) equals to 0 which is computed as follows:

\[
GC = \left( \frac{8 - 0}{8} \right) \times 2.25 = 2.25
\]

Where 2.25 is the 15% of the total score that is allocated for the perfect score of the essay which is 15 the same case with the spelling.

**Final Scoring Computation**

Given the results from grammar, spelling and the semantic similarity algorithms, the final score for the essay is computed. Essay scoring follows the predefined criteria for spelling, grammar and content relevance which given weights are discussed from previous sections. Computation for the final score of the essay given the previous examples is discussed below.

**Computation for Content Relevance**

The computation for content relevance is based on the results in the computation for CTF, LCS, and SD. The highest resulting value from each algorithm will be selected and used in the computation.

To compute for a weighted score for the relevance of the content, the following equation is followed:

\[
CR = \left( \frac{Highest_{CTF} \times Weight_{CTF}}{Total_{score} \times criteria_{points}} \right) + \left( \frac{Highest_{LCS} \times Weight_{LCS}}{Total_{score} \times criteria_{points}} \right) + \left( \frac{Highest_{SD} \times Weight_{SD}}{Total_{score} \times criteria_{points}} \right)
\]

where the highest value for the three semantic similarity algorithms will be multiplied to each standard weights to get the weighted score for each method. The result for this will be multiplied to the \( criteria_{points} \) which refer to the highest points allocated to content relevance as the percentage score set by the teacher which is computed as follows.

\[
criteria_{points} = total_{score_{essay}} \times relevance_{percentage}
\]

where the \( relevance_{percentage} \) is the deducted percentage from the allocated spelling and grammar percentage set by the teacher to each essay question.

To replace the equation with the given example above and based on the computed results for CTF, LCS, and SD as discussed from previous sections, it is computed as follows.

\[
CR = \left[ 0 \times 0.20 \right] + \left[ 0.2592 \times 0.20 \right] + \left[ 0.85375 \times 0.60 \right] \times 10.5
\]
\[
CR = \left[ 0 + 0.05184 + 0.51225 \right] \times 10.5
\]
\[
CR = 0.56409 \times 10.5
\]
\[
CR = 5.922945
\]
The score for the content relevance of the essay based on the results of the three algorithms is **5.922845**.

### Computation of the Essay Score

Given the score distribution of the essay as computed based on the percentage set by the teacher, the score distribution for each criterion based on the given example discussed previously are as follows:

- **Highest.Score.Essay** = 15
- **Grammar.Score** = 2.25
- **Spelling.Score** = 2.25
- **Content_Relevance.Score** = 10.5

The teacher will set the **Highest.Score.Essay** which is the maximum or perfect score for the essay. On the other hand, the **Grammar.Score** and **Spelling.Score** is the 15% of the perfect score as what the teacher set to the essay along with the **Content_Relevance.Score** which is the 70% of the **Highest.Score.Essay** from the deduction of 30% from grammar and spelling.

Given the computation for spelling and grammar as shown from previous sections, the final essay score is computed as follows:

\[
\text{Score.essay} = GC + SC + CR
\]

where **GC** is the computed score for grammar, **SC** for spelling and **CR** for content relevance. The computed score for grammar based on the previous calculations is 2.25, spelling **SC** is **1.96875** and content relevance **CR** is **5.922845**.

\[
\text{Score.essay} = 2.25 + 1.96875 + 5.922945 = 10.141695
\]

The final score of the student essay is **10.141695** out of 15 as the highest possible score. The result shows that the essay scores more than 50% of the total score. The score for content relevance shows a higher score which means that the two essays are more similar in terms of their meaning. The final score signifies that the algorithm can give emphasis on the similarity of meaning despite the differences of the words used in the essay.

### RESULTS AND DISCUSSION

**Grammar and Spelling Error Evaluation Accuracy Test**

The comparisons of grammar and spelling error evaluation accuracy test between the teacher expectation and the actual result generated by the system. The system indicates the POS tags for each word and highlighting the errors evaluated.

The percentage error between the errors counted by the teacher and the system were determined and to calculate the individual accuracy, the resulted percentage difference
will be deducted from 100. The overall accuracy is the average of all the individual
accuracy being computed. The computations are shown below to get the percentage
error and accuracy. Given the values for spelling 5 and 5, the percentage of difference
is 0% meaning there is no difference between the values while the computed accuracy
is 100% while grammar with 4 and 3 resulted in percentage difference of 28.57% with
accuracy of 71.43% which means that the error counted by the system differs from
about 28.57% to teacher counts which is 71.43% accurate to the teachers evaluation.

Based on the above results, the computed overall percentage difference for spelling
is 8% with an accuracy of 92% while grammar has 30% percentage error and accurate
for about 70%. The overall results show that spelling and grammar checker can identify
events very similar to human.

**Computation of Percentage Difference and Accuracy**

The percentage difference between the final scores of two essays is computed using
the following formula:

\[
Percentage_{\text{difference}} = \left| \frac{First_{\text{value}} - Second_{\text{value}}}{(First_{\text{value}} + Second_{\text{value}})/2} \right| \times 100\% 
\]

Where \( First_{\text{value}} \) and \( Second_{\text{value}} \) will refer to the scores of both essays. Replacing
the equation by example:

\[
Percentage_{\text{difference}} = \left| \frac{25 - 25.77}{(25 + 25.77)/2} \right| \times 100\% 
= \left| \frac{0.77}{25.385} \right| \times 100\% 
= \left| 0.030 \right| \times 100\% 
= 3.03\% 
\]

The result for percentage difference signifies the absolute value of how the final
score rated by the teacher differ from those of the system. On the other hand, accuracy
of system scores to the teachers score is computed as follows:

\[
Accuracy = 100\% - Percentage_{\text{difference}} 
\]

Thus, using the above result, the accuracy of the scores is:

\[
Accuracy = 100\% - 3.03\% 
= 96.97\% 
\]

**Essay Scoring Accuracy Testing**

It summarizes the percentage difference and accuracy of all test cases which
results in the overall average of 18.03% difference from the scores given by the teacher.
compares to the system score. Besides, the result also shows an accuracy of 82.18% for the compared scores from the teacher and the system.

Table 1. Test Case Results Summary

<table>
<thead>
<tr>
<th>Test Cases</th>
<th>Percentage Difference</th>
<th>Average</th>
<th>Percentage Difference</th>
<th>Accuracy</th>
<th>Average</th>
<th>Accuracy</th>
<th>Accuracy</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Student 1</td>
<td>Student 2</td>
<td>Student 3</td>
<td></td>
<td>Student 1</td>
<td>Student 2</td>
<td>Student 3</td>
<td></td>
</tr>
<tr>
<td>Test Case 1</td>
<td>17.58%</td>
<td>24.07%</td>
<td>17.18%</td>
<td>19.61%</td>
<td>82.42%</td>
<td>75.93%</td>
<td>82.82%</td>
<td>81.05%</td>
</tr>
<tr>
<td>Test Case 2</td>
<td>24.63%</td>
<td>20.18%</td>
<td>7.11%</td>
<td>17.30%</td>
<td>75.37%</td>
<td>79.82%</td>
<td>92.89%</td>
<td>82.69%</td>
</tr>
<tr>
<td>Test Case 3</td>
<td>8.98%</td>
<td>22.32%</td>
<td>20.27%</td>
<td>17.19%</td>
<td>91.02%</td>
<td>77.68%</td>
<td>79.73%</td>
<td>82.81%</td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td></td>
<td></td>
<td>18.03%</td>
<td></td>
<td></td>
<td></td>
<td>82.18%</td>
</tr>
</tbody>
</table>

Performance Testing

It tested the performance of the system in terms of its execution time in executing the processes in scoring. The results may vary based on the inputted characters or number of words that the essay contained. The time of generation of word pair semantic distance during deployment including the computation and saving to the database.

Table 2: Performance Testing for Generating the Semantic Distance of Word Pairs

<table>
<thead>
<tr>
<th>No. of Word pairs</th>
<th>Execution Time (minutes)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1,009,124</td>
<td>14.14</td>
</tr>
<tr>
<td>2,001,637</td>
<td>27.36</td>
</tr>
<tr>
<td>3,001,234</td>
<td>42</td>
</tr>
<tr>
<td>4,002,548</td>
<td>58.38</td>
</tr>
<tr>
<td>5,153,537</td>
<td>81</td>
</tr>
</tbody>
</table>

Additionally, the performance test for the process of computation based on the number of inputted words in the student essay is shown in Table 3.

Table 3: Performance Testing for the Process of Computation of Essay

<table>
<thead>
<tr>
<th>No of words in Student Essay</th>
<th>Execution Time (minutes)</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>0.13</td>
</tr>
<tr>
<td>50</td>
<td>0.14</td>
</tr>
<tr>
<td>100</td>
<td>0.20</td>
</tr>
<tr>
<td>200</td>
<td>0.30</td>
</tr>
<tr>
<td>500</td>
<td>0.48</td>
</tr>
<tr>
<td>1000</td>
<td>0.56</td>
</tr>
<tr>
<td>2000</td>
<td>0.88</td>
</tr>
<tr>
<td>4000</td>
<td>0.91</td>
</tr>
</tbody>
</table>
Based on Table 3, it shows that the execution time depends on the number of words present in the student essay.

CONCLUSIONS

Using Word Sense Disambiguation, word senses as used in the context is identified to get the meaning of the essay. Although the system focuses on the word semantics, the use of synonyms and antonyms also helps to get the hidden meaning of the words used that can contribute to the sense of the whole essay. The system also enables grammar and spelling checking that can help the teacher to assess the correctness of grammar and the spelling of every word used in the essay.

Through the combinations of the algorithms implemented in the system, the teacher can minimize the time and effort in checking the essays especially for classes with a large number of students. Moreover, the software also can provide scores that are not influenced by any factors of subjectivity compared to manual checking. It can handle score consistency and closer similarity to a human checker. Based on the findings taken, the scoring system can provide scores to student essays closely similar to human scoring.
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